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ABSTRACT 

We have modeled laboratory experiments of 
saltwater intrusion using TOUGH2/EOS7. Matching 
laboratory and simulation results turned out to be 
quite challenging partly because of numerical 
dispersion and partly because the experiments were 
not very well controlled. Specifically, the model is 
not able to reproduce the transient salt concentration 
profile observed in the laboratory very well.  In order 
to understand better the effects of numerical 
dispersion, we simulated the so-called Henry 
problem, in which a large dispersion coefficient is 
assumed, resulting in a wide transition zone between 
freshwater and saltwater. Henry attributed the large 
dispersion to the effect of tidally induced motion. We 
imposed a time-varying sinusoidal boundary 
condition to see if a large transition zone can be 
created without explicitly modeling dispersion. 
However, for the parameters used we were not able 
to do so. It is still plausible that a wide transition 
zone is caused by formation heterogeneity and 
transient effects. Nonetheless, we question the 
validity of the use of a large dispersion coefficient 
where the velocity is very low, or where the flow is 
in the opposite direction of the concentration 
gradient. 

Figure 1: Schematic of the saltwater intrusion 
visualization experiment 
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INTRODUCTION 

Several countries are considering constructing a 
nuclear waste repository near the seashore. However, 
bentonite, which is one of the favored materials to be 

used for backfilling boreholes and excavations, may 
not swell in saltwater as it does in freshwater, and 
therefore may not provide a reliable seal. 
Furthermore, saltwater at depth is thought to be 
stagnant but not much study has been conducted so 
far. Therefore, it is important to understand the 
dynamics of the interaction between freshwater and 
saltwater for assessing the long term safety of a 
repository. In the present paper we outline the results 
of numerical simulations of saltwater intrusion into a 
freshwater body. 

LABORATORY EXPERIMENT 

Japan Nuclear Energy Agency (JAEA) has been 
conducting a saltwater intrusion experiment in the 
laboratory using glass beads and colored saltwater in 

Figure 2: Saltwater positions at 90 minutes after 
the start of experiment with Δ h=10mm
from the (a) first and (b) second 
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Figure 3: Simulation results of the saltwater intrusion experiment with various grid spacing: (a) 
10cm, (b) 4cm (c) 1cm, (d): 0.5cm  (partial). The total node numbers are: 250, 1,680,  
18,715,  and 19,600, respectively. The case shown is for ∆h=10mm at t = 90min. 
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a sandbox with a transparent face plate to allow for 
visualization (Figure 1). The dimension of the 
apparatus is 0.96m x 1.96m x 0.1m. The hydraulic 
conductivity of the glass beads was measured to be 
1.14x10-2m/s. Porous metal plates were used on both 
sides to hold the glass beads in place. The hydraulic 
conductivity of the porous metal was measured to be 
1.29x10-5m/s, which is three orders of magnitude 
smaller than that of the glass beads. 
 
A reservoir tank filled with degassed freshwater is 
attached on the left side. The height of the freshwater 
column is made adjustable so that the fixed head 
boundary condition on the left side can be varied. A 
saltwater reservoir is attached on the right side. The 
height of the saltwater column is fixed at 140mm 
above the top of the sandbox, which is sealed to 
ensure the saturated and confined condition. 
 
The glass beads are initially saturated with degassed 
freshwater. The experiment is initiated by raising the 
water column by ∆h mm and supplying saltwater in 
the right reservoir. Subsequently the fresh water 
flows into the sandbox from the left and the red-
colored saltwater encroaches from the right side.   
Due to the difference in density, saltwater flows 
toward the bottom of the model while freshwater 
flows toward the top. The encroachment of the 
saltwater wedge was monitored by conductivity 
sensors embedded in the back of the sandbox. The 
images of the advancing saltwater were captured by a 
digital camera every 30 minutes. Unfortunately, none 
of the experiment appears to have reached a steady 
state due to time constraint. 
 
Two series of experiments, where ∆h was varied 
from 10mm to 70mm, were conducted 6 months apart, 
which produced puzzlingly different results. Figure 2 
shows the saltwater positions from the two separate 
experiments at t = 90 minutes for the same ∆h = 
10mm case. One possible explanation is that the 
permeability of the porous metal had degraded in 
time. We suspect that the experiment was very 
sensitive to the low-permeability porous metal plates 
on both ends, whose permeability is nearly three 
orders of magnitude lower than that of the glass 
beads. 

NUMERICAL SIMULATIONS 

We have simulated the saltwater intrusion experiment 
using TOUGH2/EOS7 (Pruess, 1991; Pruess et al., 
1999). The experiment is modeled in a 2-D domain, 
which is discretized with various grid spacing from 
10cm to 0.5cm. Figure 3 compares the simulation 
results with various discretization levels at t = 90 
minutes for the ∆h = 10mm case, which corresponds 
to Figure 2. Because no molecular diffusion or 
hydrodynamic dispersion is implemented in the 
model, the transition area between the blue 

freshwater and the red saltwater is strictly due to 
numerical dispersion. As can be seen from the figure, 
the denser the mesh is, the narrower the transition 
zone is, with less numerical dispersion. With less 
than 1cm grid interval, the simulation result appears 
relatively close to that of the experiment. The 
simulation matches better with the experiment in the 
second series for the ∆h = 10mm case. However, 
although not shown, for other cases including ∆h = 

50mm and 70mm, the simulation results are closer to 
those of the first series of experiments. 

Figure 4: Monitoring points that are equipped with 
an electric conductivity sensor. A 
simulation result is superimposed. 

 
Figure 4 shows the location of the electrical 
conductivity sensors for monitoring the saltwater 
concentration profile. The superimposed figure is a 
simulated image of the saltwater concentration 
profile from Figure 3(c’). Figure 5 is a time vs. 
concentration plot at Probes 1-11 shown in Figure 4 
for the ∆h = 10mm case. As can be seen from the 
figure, the saltwater front in the experiment is 
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Figure 5: Time vs. concentration plot for 
monitoring points 1 ~ 11 in Figure 4. The 
solid lines are simulation results with 
1cm grid spacing and the symbols denote 
the measured data. 
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significantly steeper than that of the simulation with a 
1cm grid spacing. Although the arrival times are 
matched relatively well, the simulation significantly 
under-predicts the concentration and over-predicts 
the width of the front, particularly for the higher 
numbered probes that are located downstream. 
 
Here a question arises: How fine should one 
discretize the grid to achieve enough accuracy? If the 
actual dispersion is similar to or greater than the 
numerical dispersion, the grid spacing can be 
determined by the available computational resource. 
Otherwise, a caution must be exercised when using a 
conventional finite difference scheme. In the case 
studied, even with the very fine grid spacing of 1cm, 
we could not satisfactorily reduce the numerical 
dispersion. It may be necessary to employ such 
schemes as the random choice (Chorin, 1977; Lai, 
1985), LTVD (Oldenburg and Pruess, 2000), the 
method of characteristics (Konikow et al., 1997),  the 
adaptive Eulerian-Lagrangian scheme (Neuman, 
1981; Cheng et al., 1984; Ijiri and Karasaki, 1994), 
the multigrid method (Li et al., 2000) and others. 

HENRY PROBLEM 

Henry (1964) presented a semi-analytical solution to 
the saltwater intrusion problem shown in Figure 6, 
which was followed by several others (Frind, 1982; 

Voss and Souza, 1987; Croucher and O’Sullivan, 
1995; Oldenburg and Pruess, 1995; Held et al., 2005). 
It appears that among the past works, there are some 
discrepancies in the results (Figure 7). Nonetheless, 
they all assume a constant, large dispersion 
coefficient that results in a wide transition zone 
between the freshwater and the saltwater. Henry had 
attributed the large dispersion to the varying 
discharge rate and the transient tidal effects. 
 
Although the experiment outlined in the previous 
section resembles the Henry problem, they are not 
quite the same due to the presence of the low 
permeability porous walls on both sides of the 
sandbox. Much of the head drop occurs across the 
porous metal plates, which significantly influences 
the outcome. This explains the fact that the saltwater 
wedge observed in the experiment is more acute than 
that predicted by the sharp interface solution (Cooper 
et al, 1964; Huyakorn et al, 1996). Nonetheless, only 
very little dispersion is observed in the experiment.  

Figure 6: The Henry Problem (After Cooper et al., 
1964) 

 
We simulated the saltwater intrusion again, this time 
without the low permeability walls in anticipation of 
re-running the actual laboratory experiment without 
them. Although many of the past works assigned a 
fixed flow rate boundary condition on the left, we 
assign a fixed head boundary condition to be 
consistent with the experiment. 

Figure 8: Simulated saltwater wedge for 
∆h = 40 mm, D = 1×10-9 m2/s 

Figure 9: Simulated saltwater wedge, for 
∆h = 40 mm, D = 6.6 ×10-6 m2/s Figure 7: Comparison of the position of the c = 

0.5 contour (After Croucher and 
O’Sullivan, 1995) 
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Figure 8 shows the simulated saltwater wedge profile 
at the steady state. Here we use a molecular diffusion 
coefficient of 1×10-9 m2/s. It turns out that setting the 
coefficient to zero makes no visible difference. The 
profile shows less numerical dispersion than the 
simulation of the experiment, in which there was a 
large permeability contrast between the low 
permeability porous metal and the glass beads.  This 
leads us to suspect that the Although the actual 
experiment has not been run yet, judging from the 
previous experience we expect the results will show a 
very sharp interface. 
 
We then simulated the same problem using a large 
diffusion coefficient (6.6×10-6 m2/s), which is 
equivalent to assuming a constant (independent of 
velocity) dispersion coefficient that is consistent with 
the past works. We now obtain a wide transition zone, 
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Notwithstanding, a large dispersion can only come 
from hydrodynamic dispersion. We assigned a time-
varying sinusoidal head boundary condition on either 
side of the boundary to see if a wide transition zone 
can be created with a diffusion coefficient of 10-9m2/s. 
We varied the head 40mm ± 5mm with frequencies 
from 1/7.5min to 1/750min. However for the 
parameters used, we were not able to create a wide 
dispersion zone. A wedge identical to that shown in 
Figure 8 shifted back and forth maintaining the sharp 
interface. Although Held et al. (2005) concluded that 
the steady state saltwater distribution is not very 
sensitive to heterogeneities and longitudinal 
dispersion, it is still plausible that the right 
combination of heterogeneity and head variation may 
create a wide transition zone. 

CONCLUSIONS 

The present study underscores the importance of 
using caution when choosing the mesh size of a given 
problem. One should not determine the size 
arbitrarily or by convenience. Even for a deceivingly 
simple problem like saltwater intrusion, where 
advective transport process is involved; an ordinary 
finite difference scheme can suffer significant 
numerical dispersion. It is prudent to use the densest 
mesh one can afford and still be wary of potential 
inaccuracy. 
 
Care must be used when using a large constant 
dispersion coefficient to model dispersive phenomena. 
It is unphysical when the advective flow velocity is 
large but in the opposite direction of the 
concentration gradient.  
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